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DPAA 2.X
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From 2008 on PowerPC
From 2015 on ARM




DPAA - Present

* DPAA 1.x PowerPC support in vanilla kernel
* DPAA 1.x ARM support in review (QMan, device tree)
* DPAA 2.x ARM support in preparation

e Supporting Rx & Tx checksum offload

e Supporting MQPRIO Offload
* 4 priority levels
* mapped to HW prioritized workqueues
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DPAA 1.x

I Data Path Acceleration Architecture (DPAA)

[T Intrastructure Components  [[] Network I/O
. DPAA-aware high-speed serial interconnect

[[] Hardware accelerators




DPAA 1.x zoom In: Frame Manager

/FIVIan

-

\_

[ FM Test

[LinuxAPI IOCTLs | compat |

[ Res. Algo. J [ Sysfs

FM Check } [ Init}

XX Adapt.

)

(o | G|

Port} [ MURAM ]

~

~

A
oo [ ors | (k6 | [ cc |

-~

dTSEC

J
RTC I ( Sp ) Manip. Replic. } [ PLCR }
\\( J U J
CRC64
AN y -

MAC \

TGEC
MEMAC
Ml
N

ELib LCRC?,ZKJ\,\,k

//
|
d

\G
__J
-
P




DPAA QoS Support
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Byte aware dual rate shaping
* Shapers are token bucket based with configurable rate and

burst limit

* Priority schedules CR packets over ER packets

+ Paired CR/ER shapers may be configured as independent
or coupled on a per pair basis; coupled means that credits to
the CR shaper in excess of its token bucket limit is credited
to the ER bucket
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The color green denotes logic units and’

\~ signal paths that relate to the request and

fulfillment of committed rate (CR) packet Tx
opportunities.

The color yellow denotes the same for
excess rate (ER).
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DPAA - Future

e Offload TC filters in HW

* Flower
* Maps well to HW abilities
 Likely first priority

* U32
e Supported by HW as well

* Rx hash for CPU flow affinity
* Debug capabilities

* Offload shaping in HW

- TBF
* HW supports shaping per interface

* HTB

 HW also supports hierarchical shaping

* Expand coverage of HW offerings

. W|th|n a traffic class, HW supports:
Strict Priority

* Weighted Fair Queuing
 RED, WRED
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Challenges and future research areas

* HW features and limitations
* How to expose them to the user?

* Configuring HW features for a specific scenario
- DCB?
* Devlink?

* HW to SW TC objects mapping
» Adapt/extend the existing ones
* Add new Qdiscs that mirror the custom HW

* Mixing SW and HW offloads
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